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HAz4w it Course Description

Statistical machine learning 1is one of the emerging unifying themes arising from statistics,
information science. It is both theoretical intriguing and of important for practical applications.
This course will provide a general overview of this exciting new branch of research. Using the
textbook as our guideline along with hand-on computing exercises, we aim to pave a good ground for
further application and theoretical exploration. Because most of the research results are relatively
new and fast developing, we will familiar the students with the resources and portals such as related
websites and literature databases.

Some possible topics/problems for group projects will be announced early in the class. These
projects will be integrated with lectures, data analysis, class discussion and presentation. The
statistical freeware R will be used for data analysis.
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Statistical machine learning is one of the emerging unifying themes arising from statistics,
information science. It is important in both theory and practice. This course will provide a general
overview of this exciting new branch of research. Using the textbook as our guideline along with hand
-on computing exercises, we aim to pave a good ground for further application and theoretical
exploration. Because most of the research results are relatively new and fast developing, we will
familiar the students with the resources and portals such as related websites, literature databases
and benchmark data sites.
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reasoning.
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B |Be able to study other fields of science so as to conduct interdisciplinary research ‘
in the future.
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Be capable of independent thinking and have the problem-solving skills.
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# ¥ i R % Teaching Schedule & Content

#F =t Week M % Subject/Topics % zRemarks

1 Motivation




2 Overview 1: Problem formulation

Overview I1: Methods (heuristics and implementation), criterion and

concerns

4 Linear Methods for Regression I : 0ld tools for new tasks

5 Linear Mgthods for Regression II : good and bad, modification and
computation

6 Linear Methods for Classification I: Fisher Discriminant Analysis

7 Linear Methods for Classification II: Logistic regression,
separating hyperplanes

8 Presentation I

9 #p ¢ ¥ 22:F Midterm Exam/ Presentation I

Recap and rethink:
10 1. Model-based methods vs "Non-model"-based methods
2. Optimization + Regularization

Additive Models, Trees and Related Methods I: Overview, concept and

1l theory

Additive Models, Trees and Related Methods II: Trees vs.
12 s . )

Classification and Regression Trees
13 Boosting and Additive Trees: Concept and Theory
14 Boosting and Additive Implementation
15 Ensemble learning methods
16 Recap and rethink: Regularization and shrinkage
17 Presentation and Summary
18 # % ¥ 323¥ Final Exam/ Presentation and Summary
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FHE #H P Lecture % 2 33+#Group Discussion |:| 289 Y Field Trip
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f 2 B Community Practice I:l A% £ 1% Industy-Academia Cooperation

5 & (¥ (Transdisciplinary Projects)

7 %% Transdisciplinary Teaching |:| B % %% Inter-collegiate Teaching
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Textbook & Other References (Title, Author, Publisher, Agents, Remarks, etc.)

Textbook: Hastie, Tibshirani and Friedman (2009). The Elements of Statistical Learning: Data Mining,
Inference and Prediction. 2 Edition. Springer-Verlag.
http://statweb. stanford. edu/~tibs/ElemStatLearn/
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Teaching Aids & Teacher’ s Website(Including online teaching information.
Personal website can be listed here.)
https://chtsao. gitlab. io/sml24/
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