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With the rapid development of AI technology, various aspects of human society have begun to
experience impacts at different levels. The ability of generative Al to quickly and diversely produce
content has brought new nourishment and challenges to the humanities and social sciences, both in
terms of knowledge transmission and practical creation.

This course is specifically designed for students in the humanities as an introductory course to Al
technology and its applications. In terms of content arrangement and explanation, it differs
significantly from purely technical introductory courses. This course will take a human-centered
approach, using intuitive concepts and simulation techniques to explain the fundamentals and
development of Al models. It will also include hands-on exercises related to humanities themes
particularly issues in literature, history, and philosophy, language and communication, as well as
artistic, musical, and game creation.
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fod S NAIEARE (#7937 142 (1) (Prompting LLM)
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3 Talking to Generative Al Models: The Language Engineering of
Prompting (2) (Prompting LLM)

W®A AN NATHA 42 (RAG and VectorDB)
Making Generative Al Models Less Error-Prone (RAG and VectorDB)
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