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HAz4w it Course Description

This is the first course in applied probability of operations research.

We will review basic applied probability tools, such as conditioning technique, and introduce a few
common

stochastic models that include Markov chains and Poisson processes.

My approach to teach this course is always to motivate the student by examples, whereas theory and

proofs will be kept to a minimum. The approach is, thought, heuristic and non-rigorous, it attempts
to develop students’ intuition, which, hopefully, will enable students to think probabilistically

and enhance their ability of modeling.
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Poisson process, continuous time Markov Chains. Theory
And examples.
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Basic Learning Outcomes and Dept.” s
Education
Objectives
A EHEAAEE B2 BIERTN 4 - Have well-founded background in mathematics and be .
capable of logical reasoning.
B BT s B3t PR AR Ao B i * it 4 - Have the knowledge of probability and .
statistics and the related field, and the corresponding application ability
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Be able to use computer software for statistical computation in real applications.
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# I & B % Teaching Schedule & Content

#F =t Week R % Subject/Topics # 3xRemarks
1 Review of Elementary Probability
2 Review of Conditional Probability
3 Review of Conditional Probability
4 Discrete-Time Markov Chains




5 Discrete-Time Markov Chains

6 Discrete-Time Markov Chains

7 Discrete-Time Markov Chains

8 Discrete-Time Markov Chains

9 #p ¢ ¥ 2% Midterm Exam

10 Review of Exponential Distribution

11 Review of Exponential Distribution

12 Poisson Process

13 Poisson Process

14 Poisson Process

15 Continuous-Time Markov Chains

16 Continuous-Time Markov Chains

17 #p % ¥ 22:¥ Final Exam

18 Optional Topics

%% % ¥ ¢ Teaching Strategies

HE H#H P Lecture |:| % 234+ #Group Discussion |:| 289 Y Field Trip

|:| H # Miscellaneous:

% % 4] #7 p #® Teaching Self-Evaluation

£13#7% & (Innovative Teaching)

[ g v (PBL) [ | mage ey (TBL) [[] mi-se sy (SBL)
Dﬁﬁﬁ?’zi Flipped Classroom I:l E3kE* Moocs

4 € 7 = (Social Responsibility)

I:l f ¥ 2 B Community Practice I:l A% £ 1% Industy-Academia Cooperation

5 & (¥(Transdisciplinary Projects)

|:| 7 %% Transdisciplinary Teaching |:| % % %% Inter-collegiate Teaching

|:| #§7 & 3 Courses Co-taught with Industry Practitioners
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General Performance
(Attendance Record)

#¢ A4 Midterm Exam 30%

4+ 24 Final Exam 30%

% %4 Homework and/or

0,
Assignments 40%
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Grading & Assessments Supplemental instructions
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Textbook & Other References (Title, Author, Publisher, Agents, Remarks, etc.)
Introduction to Probability Models, 12th Ed., Sheldon Ross

FARRCH e nt (F 8 JF T, RKEFB ARGt AP 2 feat)
Teaching Aids & Teacher’ s Website(Including online teaching information.
Personal website can be listed here.)

H w4 L P (Supplemental instructions)
Pre-requisite Course : Calculus and fundamental probability course




