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HAz4w it Course Description

his course introduces the concepts of machine learning and common traditional machine learning
algorithms, followed by data analysis, processing, and visualization steps. It also covers neural
networks and deep learning, and provides hands-on practice with tools such as WEKA, scikit-learn
tools, and TensorFlow to familiarize students with machine learning methods. The course also includes
project-based learning projects to help students understand how machine learning techniques are
applied.
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Introduce the concept of machine learning and common traditional machine learning algorithms, and

then introduce the steps of data analysis and processing, visualization, etc., and also introduce
neural network and deep learning. Implementation-related packages include scikit-learn tools and
tensorflow, etc. The hands-on approach familiarizes students with machine learning methods.

FATD 2 kB E
4 3p B2
- Correlation between
Course Objectives
Basic Learning Outcomes and Dept.” s
Education
Objectives
A fué Fa «'ﬂ"é%h#in‘h?i it j‘ Abili‘Fy tovintegrate knowledge and technologies of computer .
science and information engineering.
B WP A% E R %2 i 4 Ability to design and conduct science experiments and to .
validate hypotheses.
C TG BRI 2 i 4 Ability to design and develop computer software and .
hardware.
D |Mi%%H%2 i 4 Ability to design and develop team projects. ®
B P B LIRS 2 0 4 o Ability of analytical thinking, creative research O
planning, and innovative development.

Blom 3P [1lustration ‘@ % 2 4pk Highly correlated OF R 4p# Moderately correlated

¥ 3% & B # Teaching Schedule & Content

#F =< Week R % Subject/Topics # :fRemarks

1 Introduction

2 Machine Learning Concept




3 Decision Tree & Random Forest
4 Regression& Support Vector Machine
g KNN & Bayesian Classifier
6 Ensemble learning & Time series analysis
7 Unsupervised Learning
8 MLP
9 Exam.
10 Data preprocess
11 SKlearning tools
12 . . .
SKlearning Supervised learning
13 SKlearning Unpervised learning
14 .
SKlearning MLP
15 CNN
16 Project oral report
17 Exam.
18
% % K % Teaching Strategies
¥ P Lecture & w2 #Group Discussion |:| 283 ¥ Field Trip

[:] H # Miscellaneous:

# 5 £] #7 p T Teaching Self-Evaluation

#1374 4 (Innovative Teaching)

B Ag %+ & ¥ (PBL) [ ] man s ey (TBL) [] #ai- 4 ¥ (SBL)
I:l g 5% Flipped Classroom I:l Ee3xEr Moocs

A ¢ § = (Social Responsibility)

[:] # 4 F B Community Practice [:],é_éféf%'Industy—Academia Cooperation

53¢ & i¥(Transdisciplinary Projects)

|:| B % %% Transdisciplinary Teaching |:| Bk s %% Inter-collegiate Teaching

[:]'iﬁﬁéié% Courses Co-taught with Industry Practitioners
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General Performance 5% v v
(Attendance Record)
g ¢+ 24 Midterm Exam 20% v v
4+ 24 Final Exam 20%
it¥% 2 % Homework and/or .
Assignments 30% v 4
H i Miscellaneous .
(4 %) 25% v
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Grading & Assessments Supplemental instructions
70% of the assignment will be counted if submitted within one week. If submitted after one week, the

remaining 50% can be submitted before the 15th week due to leave or other reasons.
Other submissions will not be graded.
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